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Project task selected

▪ We have selected the task as Machine Translation for the course project.

▪ We have chosen En-Hi corpus and it is taken from the given link -

https://indicnlp.ai4bharat.org/samanantar/.

https://indicnlp.ai4bharat.org/samanantar/


Paper – 1: 
On the use of  BERT for Neural Machine Translation

▪ The work in this paper has two phases : the first phase involves the systematic comparison of the

performance of different BERT + NMT architectures on a standard supervised NMT, and the second

phase involves evaluating the data set in the domain beyond the BLEU score.

▪ The encoder – decoder architecture is adopted by the typical NMT model, encoder used for

contextualizing the word embeddings from the input sentence and decoder is used for generating the

translation as output from left to right.

▪ BERT is used to encoder as prior knowledge for NMT models which in turn provides a very good

contextual word embeddings learnt from monolingual corpus.

▪ The BLEU score cannot be determined on the in-domain data so authors have introduced the additional

evaluation which helps in determining the impact on LM pretrained models on various out of domain

data and also to evaluate the robustness on different types of noises.



Results of the BLEU scores:

Advantages:

▪ Masked language model task is advantageous compared to the next sentence prediction task carried out 

in BERT. BERT can be trained on any one source language and be reused on various other translation 

pairs which provides better initialization point and performance. 

▪ Pretraining encoders have better initialization for NMT encoders when trained BERT on source 

corpora. Also, the training data size decreases and enables to train on bigger model. 

▪ Finetuning the BERT pretrained encoder is more convenient as it helps in retaining the same model size 

than reusing the BERT in the embedding layer which might increase the model size significantly. 

▪ Using the pretrained encoders doesn’t need to consider just the BLEU scores but it can be generalized to 

be used in new domains and also in terms of  robustness. 



▪ Often BERT is used for fine tuning rather than for contextual embeddings, so authors have proposed

new algorithm – BERT-fused model.

▪ Here the representation from BERT is carried out by inserting it into all layers and attention mechanism

is adapted to observe how each layer will be interacting with the representations.

Paper – 2: 
Incorporating BERT into neural machine translation

▪ BERT is at the left side, encoder and decoder model at the right
and the dash lines are residual connections.

▪ The red color in the left side denote HB (the output of the last
layer in BERT) and the green color HE

L denote the output of
the last layer from the BERT and encoder.

▪ The output from the BERT is an external sequence
representation and attention model is used in NMT model to
leverage the pre-trained model rather than the tokenization way.



Results of the BLEU scores:

Advantages:

▪ Pre trained model’s output features are fused in all layers in the NMT model making sure the pretrained 

featured are completely made use of.

▪ Attention model acts a bridge between the NMT model and the pretrained features of  BERT.

▪ When the BERT-encoder and BERT-decoder were removed, the BLEU scores were dropped, this 

shows that output of  BERT should be applied to both encoder and decoder for obtaining better scores.

▪ The concatenation of  BERT and NMT model as BERT-fused model has shown promising results.



Paper – 3: 
Towards Two-Dimensional Sequence to Sequence Model in Neural Machine 
Translation

▪ The authors experimented on the alternative methods for Neural Machine Translation (NMT) -

proposed a variant method of LSTM called Multi-Dimensional Long Short-Term Memory (MDLSTM)

for translation modelling.

▪ The implementation extends the current sequence to sequence backbone NMT models to a 2D

structure in which the source and target sentences are aligned with each other in a 2D grid.

▪ It maintains the state information in an internal cell state and apart

from input, forget and the output gates that all control information

flows, 2DLSTM employs an extra lambda gate - used to weight the

two predecessor cells before passing them through the forget gate.



▪ Given a source sequence and a target sequence, we scan the source sequence from left
to right and the target sequence from bottom to top.

▪ In the 2D-seq2seq model the horizontal-axis is the encoder and vertical axis is the
decoder.

▪ As a pre-step before the 2DLSTM, in order to have the whole source context, a
BiLSTM scans the input words once from left to right and once from right to left to
compute a sequence of encoder states.

▪ 2DLSTM receives both encoder state and the last target embedding vector as an
input. It repeatedly updates the source information, while generating new target word.

Results of the BLEU scores:

Advantages:

▪ The Novel 2D sequence to sequence model (2D-seq2seq), network that applies a 2DLSTM unit to read both the source and the

target sentences jointly.

▪ In each decoding step, the network implicitly updates the source representation conditioned on the generated target words so far.



Our architecture: 
▪ We have implemented the following in our project:

1. A pre-trained transformer model is considered for fine-tuning and it is implemented using Hugging face

framework. “Helsinki-NLP/opus-mt-en-hi” is the pre-trained model considered for fine-tuning. It is a transformer-

align family trained using MarianMT framework. This transformer encoder-decoder consists of 6 layers in each

component and the pre-trained model is trained originally with OPUS dataset, where source language is English

and target language is Hindi.

2. Training a seq2seq model with attention from scratch and the encoder consists of GRU cells and decoder

consists of attention with GRU. Here the attention is applied to the outputs of the encoder and then this is

combined with the last hidden state, also called as skip thought vector. This is then provided as input to the

decoder to obtain the translations.

3. In addition to this, training of seq2seq model is also carried out by selecting sentences whose length lies between

2 words to 5 words, along with using 2 GRU layers both in encoder and attention decoder.

4. Bonus - Translations are performed using fine-tuned transformer model from point 1 here.



MarianMT transformer implemented

▪ The base model considered for this task is English-Hindi

translation and fine tuned.

▪ We have implemented few modifications on the existing

dataset – flores and used it for our architecture.

▪ Helsinki-NLP/opus-mt-en-hi was the pretrained model

used for fine tunning and we have performed the

evaluation for before and after finetuning of the model.

▪ After fine tuning, the model is able to give better BLEU

score comparatively and we have chosen the best BLEU

score from the epochs run.



▪ We have considered few sentences and categorized them as simple and complex sentence and below are the English,

model translated output and reference is the google translator.

▪ The sentence pairs are selected such that the length is between 2 and 10 words.

▪ The dataset is tokenized using sentence piece tokenizer available from this pre-trained model and then further pre-

processed to embed the label information. This dataset is then utilized to fine-tune the model. Fine-tuning is carried out

with learning rate of 2e-5, weight decay of 0.01 and batch size of 64 for 15 epochs.

▪ Here it is used for perform comparison before and after fine-tuning.

▪ Before fine-tuning the words “minor boys” translated as “छोटे लडके”. This doesn’t reflect the context; ‘minor’ is taken as ‘small’

during translation. But after fine-tuning, the context for translation is reflected by the translation “नाबाललग लडकोों’”.



Additional tasks which we tried to implement:

▪ We have trained a seq2seq model with attention from scratch. The encoder consists of GRU cells and decoder
consists of attention with GRU.

▪ Attention is applied to the outputs of the encoder and is combined with the last hidden state, this also called as
skip thought vector. This is then provided as input to the decoder to obtain the translations.

▪ The sentence pairs are selected such that the length is between 2 and 10 words.

▪ To obtain better convergence, teacher forcing is also used. To improve the training process, fast text word
embeddings are used for both encoder and attention-decoder.

▪ English fast text word embeddings are used in the encoder and Hindi fast text word embedding are used in the
attention-decoder.

▪ The BLEU score obtained on test data is 0.00853.



Above are the translations for some of  the samples in test dataset

These are the sentence translated outputs of the seq2seq trained dataset.

Here the first sentence is the English input and next line is the model translated
output and third line is the reference.



▪ In addition to this, training of seq2seq model is also carried out by selecting sentences whose length lies between
2 words to 5 words, along with using 2 GRU layers both in encoder and attention decoder.

▪ We observed that this didn’t improve the BLEU score on the hold out set. Sample translations on the hold-
out/test dataset and BLEU scores are as below.

▪ A BLEU score of 0.0076 is obtained on the test dataset.

These are the sentence translated outputs of the seq2seq trained
dataset.

Here the first sentence is the English input and next line is the
model translated output and third line is the reference.



Here are the translations for some of  the samples in 

test dataset

▪ From the samples shown in the slides, it can be observed and concluded that the seq2seq model with
attention and using GRU cells needs huge amount of data and training time to obtain decent BLEU score
on hold-out dataset when trained from scratch.

Algorithm Translation BLEU Score

Fine-tuned “helsinki-nlp/opus-mt-en-hi” 

transformer

(6 layers in both encoder-decoder)

45000 train (en to hi)

5000 tests (en to hi)

En → Hi 17.7773

Seq2seq – attention (from scratch)

(1 layer gru in both encoder-decoder)

Samanantar english to indian languages.

45000 train (en to hi) 5000 test (en to hi)

En → Hi 0.00853



▪ As part of viva, we have created a demo version of our model translation and its live on

the link – https://50567.gradio.app

▪ Some of the samples are shown below:

https://50567.gradio.app/


Bonus question

▪ In order to perform English to Hindi translations, the amazon-fine-food-reviews is obtained from Kaggle. As the
number of reviews were huge (nearly 50K) only 200 reviews are considered to perform language translation.

▪ Translations are performed using fine-tuned transformer model from Part 1.

▪ The translations are assessed manually by randomly picking up 20 samples. Since this is a review dataset, the
language used to write the reviews is generic in nature and may not be structured. This is already reflected in
different sentences of the reviews; hence the model may not perform a perfect translation.

▪ Some translations were not performed for the entire review. This may be due to max input length setup for the
model configuration.



Conclusion

▪ Fine-tuned “helsinki-nlp/opus-mt-en-hi” transformer with 6 layers in both encoder-decoder gave the

better BLEU score compared to the other tasks.

▪ Seq2Seq model with attention from scratch has the encoder GRU cells and decoder consists of

attention with GRU and the sentence pairs are selected such that the length is between 2 and 10 words.

This is giving comparatively better score compared to the sentences whose length lies between 2 words

to 5 words, along with using 2 GRU layers both in encoder and attention decoder.



THANK YOU!


